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* Research Highlight : We find consistent linguistic features that seem to
characterize censored and uncensored texts independently.

* 4 sets of linguistic features from 2 datasets — LIWC features, CRIE features,
semantics features, and the number of followers feature.

* Our model predicts censored tweets using only linguistic features performs with
a 88.50 % accuracy

complexity of a text.
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