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Scientific Impact: 

Several papers published in top computer 
architecture and security conferences and 
journals (MICRO’17, TDSC’18, ICCAD’18 
and MICRO’19)

Key ideas generalize to areas beyond 
malware detection. For example, 
MICRO’19 paper shows how to apply two-
level framework to efficient locality-aware 
DIFT.

Solutions: 

• Accurate hardware malware detection based 
on ensemble of specialized classifiers 
(TDSC’18, ICCAD’18)

• Design of hardware malware detectors that 
are resilient to reverse-engineering and 
evasion (MICRO’17)

• A two-level locality-aware DIFT framework 
(MICRO’19).

• A two-level hardware-software framework for 
malware detection. An accurate software 
detector backs up a less accurate, but fast 
hardware detector (under review). 

Challenges: 

• How to make hardware malware 
detection more accurate?

• Can we make hardware malware 
detectors resilient to evasion?

• How to design a two-level hardware-
software detection framework where 
hardware detector is backed up by a 
more accurate software detector? 

Broader Impact: 

• The project advanced the 
understanding of hardware malware 
detectors and their integration with 
software ecosystem. This creates 
opportunities for designing future 
secure systems in a more efficient and 
performance-friendly manner.

• Graduate seminar-style course on 
hardware and systems security has 
been designed and offered several 
times at UCR.

• Several PhD students and 
undergraduate students have been 
supported and trained. One of the 
students (Khaled Khasawneh) became 
a faculty at GMU in Fall 2019.
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TWC: Small: Practical Hardware-Assisted Always-On 
Malware Detection 

will demonstrate a complete framework interfacing the hardware detector with commercial or open
source software detectors to allow full system evaluation.

The research team has the necessary complementary expertise to execute the proposed research plan.
Dr. Abu-Ghazaleh specializes in the areas of computer security and high performance computing. Dr.
Ponomarev’s main area of research is computer architecture. PIs Abu-Ghazaleh and Ponomarev have a long
track record of successful collaboration in the area of hardware-supported security, including several joint
research grants and publications and a number of co-advised PhD students. PI Yu specializes in machine
learning and adds significant experience in that area to the project.

2 Proposed Research: Overview and Motivation
Figure 1 shows an outline of the hardware detection unit at the heart of proposed framework. The detector
receives as input architectural features such as those collected by the hardware performance counters on
modern processors, or other features that are easily available at the hardware level; one of the goals of the
research is to explore the effectiveness of features from this feature space, on their own or in combination,
in detecting malware.
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Figure 1: Malware Detection in Hardware

The detector can use either supervised or unsupervised learning; our initial focus will be on supervised
learning where we train the detector with data from both normal programs as well as malware. Unsupervised
learning can be a promising approach to handle novel malware or to account for malware adaptation. In
either case, at this level our emphasis is on low-power and low-complexity.

The output of the detector is a classification of the likelihood of the current program being malware
based on its current behavior. At the hardware level, simple time-series filtering (e.g., Auto-Regressive
Moving Average [15]) can be used to balance stability against detection speed.

We do not consider this classification value a final assessment of whether the executing program is
malicious; that goal would require near perfect classification to be useful. Instead, our goal is to achieve
low-complexity, real-time, but approximate classification. This classification can then be used by the system
to prioritize which programs to be suspicious of, perhaps limiting their privileges or monitoring them using
deeper, more accurate software-based dynamic detection algorithms.

3 Objective 1: Improving Detection Performance
In this first objective, our goal is to explore how to improve the detection performance of the basic hardware
detector. We first present our preliminary experience in developing an online malware-detector in hardware.
We follow by outlining the proposed research under this objective.
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