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The advance of embedded systems and networking
technology has facilitated a paradigm shift in engi-
neering system design, from centralized to distributed.
This shift has lead to significant interest in the design
and analysis of multi-agent networks. A multi-agent
network, or networked multi-agent system, consists of
a set of agents, or nodes that may represent processors,
robots, and so on. The agents are equipped with sens-
ing and/or communicating, along with computational
resources and possibly actuation. Through a network,
the agents share information in order to achieve spe-
cific group objectives. Examples of group objectives
include consensus, synchronization, formation control,
and cooperative load transport. In order for the group
objectives to be achieved, distributed algorithms are
used to coordinate the behavior of the agents. Clock
synchronization is a fundamental group objective that
is required for many other applications.

One of the fundamental challenges in the design of
networked multi-agent systems is that the coordination
algorithms use only local information, i.e., informa-
tion obtained by the individual agent through sensor
measurements, calculations, or communication with
neighbors in the network. Another challenge lies in the
fact that not only is each agent a dynamical system, but
the network itself is dynamic. Therefore, the distributed
algorithms must be designed to handle time-varying
network topologies. Information may not be able to
be relayed across the dynamic network in a reliable
manner. A third challenge is caused by uncertainties
introduced by the network and in the implementation
of the control and coordination algorithms.

More importantly, multi-agent networks, like all
large-scale distributed systems, have many entry points
for malicious attacks or intrusions. If one or more
of the agents are compromised in a security breach,
it is crucial for the networked system to continue
operating with minimal degradation in performance and
the success of the global objective should be assured.
To achieve this, it is necessary for the cooperative
algorithms to be designed in such a way that they can
withstand the compromise of a subset of the nodes
and still guarantee some notion of correct behavior at
a minimum level of performance. We refer to such a
multi-agent network as being resilient to adversaries.

Resilient Consensus and Synchronization
This paper proposes a framework for resilient clock

synchronization in networked multi-agent systems us-
ing low complexity distributed algorithms for solving
consensus and synchronization problems in dynamical
systems. The framework combines methods from dis-
tributed computing and control engineering to devise
coordination algorithms that ensure that group objec-
tives such as consensus and synchronization are satis-
fied even in the presence of adversaries. The work can
contribute to providing scalable computational methods
for resilient clock synchronization in the presence of
adversaries while ensuring robustness to real-world
system behavior and interactions in dynamic networks.

Time synchronization in networked multi-agent sys-
tems can be achieved by (1) considering virtual or
logical clocks that are synchronized using distributed
consensus algorithms or (2) assuming that the agents
are oscillators and designing distributed controllers to
ensure synchronization to common dynamics. Reaching
consensus is fundamental to group coordination, and
involves reaching agreement on a quantity of interest.
There are several variations of how consensus problems
are defined and can be employed for time synchroniza-
tion. Synchronization in networked multi-agent systems
is defined as a dynamic form of agreement on all of
the state (or output) variables of the agents. From one
perspective, it is a strict generalization of consensus,
where the agents have more complicated dynamics than
simply an integrator or accumulator. Synchronization
problems tend to deal exclusively with agreement on
physically dependent quantities. Therefore, synchro-
nization can be viewed as a strict generalization of
physically dependent consensus, and entails agreement
whenever the states are oscillatory or converge to limit
cycles.

There is a long history in distributed computing
of studying consensus problems in the presence of
faults and adversarial processors. The most potentially
harmful form of adversary is the Byzantine processor,
which may behave arbitrarily within the limitations set
by the model of computation. Typically, the number
of processors that may be Byzantine are bounded and
fundamental tight bounds have been established on the
ratio of Byzantine to normal processors, as well as on
the connectivity of the network.



From a control theoretic viewpoint, consensus and
synchronization in the presence of adversaries has
only been considered recently, and has focused on
detection and identification of misbehaving agents in
linear consensus networks. While detection is clearly an
important problem, these techniques require each agent
to have information of the network topology beyond
its local neighborhood. This requirement of nonlocal
information renders these techniques inapplicable to
general time-varying networks. Further, the detection
algorithms do not consider safety constraints on the
states of the agents and it is possible that the adver-
saries may compromise time synchronization before
detection, which may not be suitable for certain safety
critical applications.

In our initial work, we have investigated coordination
protocols to achieve resilience against adversaries in
network multi-agent systems [1], [2]. We consider both
time-invariant and time-varying (or switching) network
topologies. The protocols have low complexity, use
only local information, and they do not require his-
torical information. Our analysis shows that traditional
graph theoretic metrics are inadequate to characterize
the tight topological conditions under which conver-
gence is assured. Indeed, any resilient distributed al-
gorithm that is capable of succeeding in the presence
of adversaries, without a priori knowledge of the ad-
versaries or network topology, must filter the informa-
tion from neighboring nodes with some measure of
skepticism. This amounts to the need for redundancy
of information from neighbors in the network, and is
the basis of the novel property referred to as network
robustness.

The adversaries model compromised nodes that are
hijacked in a security breach. The model for the
adversaries consists of a threat model and a scope
of threat assumption. The threat model defines the
types of behaviors allowed by the adversaries. We
study Byzantine, malicious, and crash threat models.
A Byzantine adversary is similar to a Byzantine fault;
it may behave in an arbitrary fashion (within the scope
of the model of computation) and may convey different
information to different neighbors in the network. The
malicious adversary is similar to the Byzantine model,
but malicious nodes must convey the same information
to all neighbors (i.e., the malicious adversary is a local
broadcast version of the Byzantine adversary). Finally,
the crash adversary may select a time to crash the
compromised node, which forces the states of the com-
promised node to remain constant. All adversaries are
considered omniscient. This means they have access to
global information concerning the multi-agent network,
including the full network topology, the algorithms
used by the other nodes, the states of the other nodes,
which nodes are compromised, and the plans of the
other adversary nodes. One may take the viewpoint
that the individual adversary nodes are controlled by
a central commanding adversary.

The scope of threat assumptions bound the number

or fraction of compromised nodes either in the entire
network or in the neighborhood of any normal node.
Whenever, the total number of compromised nodes in
the network is assumed to be bounded above by some
constant F ∈ Z≥0, we say the adversaries satisfy
the F -total model. In cases where it is preferable to
make no global assumptions, we are interested in other
threat assumptions that are strictly local. For example,
whenever each node assumes that at most F nodes in its
neighborhood are compromised (but there is no other
bound on the total number of compromised nodes),
the scope of threat is F -local. Alternatively, if it is
assumed that there is an upper bound on the fraction,
0 ≤ f ≤ 1, of compromised nodes in any normal
node’s neighborhood, we say the adversaries satisfy the
f -fraction local model.

The goal is for the uncompromised nodes, or simply
normal nodes, to still achieve the group objective in
the presence of the adversary nodes. Therefore, the
networked multi-agent system should be resilient to ad-
versaries. It is important to emphasize that the only type
of security breach we study is compromised (adversary)
nodes, as opposed to attacks on the communication
network (e.g., denial of service or deception attacks).
That being said, the models considered are general
enough so that from a local perspective (i.e., from
the point of view of the individuals in the network),
the difference between compromising the node or the
outgoing communications of the same node is indistin-
guishable.

We have derived theoretical conditions in terms of
network robustness for solving the adversarial consen-
sus and synchronization problems (1) under different
timing models including continuous time, synchronous
discrete time, and asynchronous discrete time, (2) under
different adversary models including crash, malicious,
and Byzantine agents, and (3) under both global and
local assumptions on the scope of the threats.

There are several interesting directions for future
work. For example, the techniques for resilience can
be extended to more complex network architectures that
include hierarchy and consist of heterogeneous agents.
Further, the agents can be considered to be mobile,
which leads to an important codependence between the
locality of the agents and the topology of the network.
Examining ways to maintain network robustness in the
presence of adversaries under spatial constraints is an
interesting and important research problem.
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