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Introduction Robot Activity Assistance: On-campus Testbed Robot Activity Assistance: In-home
The Problem: Participants: Participants:
* 50% of adults age 85+ require assistance with activities of daily living (ADLs) * 54 participants (27 younger adults, 27 older adults) * RAS provided support for 3-4 days in two smart homes
« Cognitive impairment necessitates a robotic aid to offer automated assistance for * One home housed younger adult
completing ADLs with an elder-friendly user interface Procedures: * Second home housed older adult couple
The Goal: * Participants complete three representative ADL scenarios, interacting with robot prompts:
 Design and build a robot to serve as a cognitive aid for ADLs — Tasks: (1) Prepare to walk the dog, (2) Take medication with food and water, (3) Water plants Pr'ocec.lu.r'es: 3 | o | | |
+ Coordinate with our smart home for activity learning and step-by-step tracking — Error Conditions: Complete once without error, three times with different omission errors ‘ Pa.rt|C|pants perff)rl.ned specific routine activities of their choice at least 2 times/day
— Prompts: Robot navigates to participant and prompts upon error detection (see Figure 4) * Injected one omission error for each activity | time / day
— Participant Response: Accept help with one of three options: (1) Lead to task-relevant object, * Robot intervened when error was detected (see Fig. |0 and Fig. | 1)
(2) Show video of how to complete missing step, (3) Show video of how to complete entire task
RAS (RObOtiC ACtiVity Support) — Finish: Participant fixed their error and completed the rest of the task

Question / Scale ___Homel | Home2
Follow me! Ease of completing activity 6.83 4.38
Go To Object ) Mistake caught in time to fix 4.00 6.00

| Robot offers enough support for day-to-day activities 6.13 4.67

Satisfied with robot and its help 5.58 3.50

Robot:

* Hardware: Turtlebot 3 (see Fig. |)
— 360° LiDAR, Astra RGBD camera on 4’ mast

Select from the 'ﬂ»
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[ Go To Human

* Software: (see Fig. 2)

Here are your three Here are your three
options: options:

— ROS Components connected by manager node | was able to complete the activities using RAS 6.00 7.00
— RabbitMQ to communicate with CASAS smart home  felt comfortable using this system 6.00 700
Navi gation; Fig. 9. Survey responses for in-home study. Feedback uses scale | (extremely dissatisfied) — 7 (extremely satisfied).
Pr— (Higher number=more satisfied.)
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Communication Protocol: " _ _ _ ________|L_____[____._ : Fig. 10.The tablet offers four responses:“Show full video”, “show Fig. 1. Ifa V’f’eo is requested, 1:‘hen it is played on the ta.blet. If the
> WRabbIt oo [ 2 ": video of skipped step”, “take me to needed object”, and “I did it!” object is needed, RAS guides the person to the object.
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Fig. 2. RAS software architecture Robot Hardware : Successes:
Canture | abel and  Robot intervened when errors occurred
apture Images abel an o , ,
of Objects Draw Bounding Boxes  Overall participant impressions favorable

* Next-step video found to be helpful

Challenges:
Fig. 5. Estimote sensors are attached to objects such as house keys Fig. 6. Passive infrared motion sensors are installed on * Human detection accuracy low (false POSItIveS)
and a flower pot. ceilings of the smart homes. * Delayed network communication and slow robot movement (assistance may be
_ Run on Robot too Iate). . o .
Train / Test Network in Real-time * Sensor firings (misfired sensors lead to missed errors)
d (n=27) (n=17)

. . . | - PP 0.008

Object Detection (see Fig. 3): > e : > Future Work
. | . ' 0.005 Overall 4.55 (1.95) 4.38 (1.92)

* Convolutional Neural Network (CNN): convolution, 2~pooling layers Object detection SIoes

— 20k human images from Microsoft COCO bt

AN Human detection 0.088 System . . .
. L B 4.37 (1.89 422 (2.07 .

— 2.5k images of smart home-specific objects 054 (1.89) (2.07) Im!arove ob].ect detection (track humans with smart home sensors and update

— Recognize 9 objects (precision=0.99) - 483 (1.54) S50 object locations when moved)

— Recognize humans (precision=0.46) LI - oI55 quality * Improve error detection:

fully-connected layers  classification Y : Information icker d . d
| o RAS obiect detect Wl iem  ss0( - Quicker detection spee
Error Detection: g. 3. opject aetection. — Detect more activity types and multiple simultaneous errors
e Track activity steps using activity recognition Fig. 7. RAS error rates for activity error detection, human/object dF 's- 8-. Par t’C’PZ”t feeﬁt;ack s;zrses (aver age and standa.r d e FEvaluate system in real-world scenarios
. . o detection, navigation, interface, and overall system, along with amount eviation) on the usability of RAS for activity support using Test | ' h ¢ iole d h isted activiti
e Use smart home sensors (see F|g5 and F|g 6) to detect errors of omission of needed experimenter assistance of any type. Activity errors were the Post-Study System Usability Questionnaire (PSSUQ). — lest In users homes 1or multiple days with non-scripted activities
detected with sensitivity=0.955 and specificity=0.992. PSSUQ uses Likert ratings, where |=strongly agree and * Develop self-docking system to allow long-term usage

/=strongly disagree. (Lower number=stronger agreement.)




