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How AI used to work
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How AI works now

segmentation 
model

classification 
model

captioning 
model

visual QA 
model

sentiment 
model

summarization 
model

giant un/self-supervised 
pretrained model

“foundation model”

finetuning segmentation 
model

Dreiss et al., PaLM-E: An Embodied Multimodal Language Model. 2023.



How robotic learning works now
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How robotic learning will work in the future

PR2 pancake 
model

WAM pancake 
model

UR10 box 
picking model

lipstick robot 
model

mousetrap… 
hand… shake… 

model??

Image credit: Simone Giertz

giant un/self-supervised 
pretrained robot model

“robot foundation model”

finetuning trash sorting 
model

What would it take to build 
such a general-purpose 
robot model?



How does this look for robots?
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? ?

The data needs to… The model needs to…

Ø Be diverse enough to support my (new) robot
Ø Cover a range of environments
Ø Cover a range of behaviors

Ø Be able to train on all this data
Ø Be flexible enough to repurpose to new tasks
Ø Perform at least some tasks in zero shot?
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Bridge data

Bridge Data: https://rail-berkeley.github.io/bridgedata/
Led by Homer Walke, Frederik Ebert, with many others

Ø 33,000+ demonstrations
Ø 20+ environments
Ø 100+ tasks
Ø Designed to be reusable by 

other researchers in new 
domains and for new tasks

big datasets
from past

interaction

https://rail-berkeley.github.io/bridgedata/
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Pretraining on bridge data with offline RL (PTR)
Offline RL Fine-tuning on Target Data + Bridge DataOffline RL Pretraining on Bridge Dataset

10 domains
100 tasks

12k demos

Put Sushi in Pot

Put Eggplant on Plate

Put Eggplant on Plate

put corn in bowl

Target dataset

1. Pre-train on bridge data 2. Fine-Tune on Mix of Bridge Data and Target Data

batch-mixing bridge and target data

Aviral Kumar, Frederik Ebert, Yanlai Yang, Anikait Singh, Chelsea Finn, Sergey Levine. Pre-Training for Robots: Offline RL Enables Learning New Tasks from a Handful of Trials. 2022.
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PTR (Pre-Training for Robots) Results
learning entirely new skills after pretraining on 

the bridge dataset

Aviral Kumar, Frederik Ebert, Yanlai Yang, Anikait Singh, Chelsea Finn, Sergey Levine. Pre-Training for Robots: Offline RL Enables Learning New Tasks from a Handful of Trials. 2022.
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Broad Offline Data Lossy Representation Space
state 
encoder

goal-conditioned 
policy

affordance 
model

Target Task

actions

planned 
subgoals

pr
e-

tra
ini

ng

fin
e-
tu
ni
ng

final goal

initial state

An unsupervised subgoal planning framework

Fang, Yin, Nair, Walke, Yan, Levine. Generalization with Lossy Affordances: Leveraging Broad Offline Data for Learning Visuomotor Tasks. 2022.

which goal can 
be reached from 

a given state

representation 
sufficient for 

control
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Task 1: Move colander onto stove and drop object into colander
75.0% Success Rate

FLAP (Broad Data)

Model-Free
0.0% Success Rate

FLAP (Target Data 
Only)

25.0% Success Rate
Final Goal 

4x 

4x 

4x 

Fang, Yin, Nair, Walke, Yan, Levine. Generalization with Lossy Affordances: Leveraging Broad Offline Data for Learning Visuomotor Tasks. 2022.
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Massively multi-task policies: RT-1

Brohan et al. RT-1: Robotics Transformer. 2023.
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One policy to control many robots?

Shah*, Sridhar*, Bhorkar, Hirose, Levine. GNM: A General Navigation Model to Drive Any Robot. 2022.

the setupthe question

Can we create a dataset and model that can 
generalize in zero shot to control entirely new 
robots?
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One policy to control many robots?

Shah*, Sridhar*, Bhorkar, Hirose, Levine. GNM: A General Navigation Model to Drive Any Robot. 2022.
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Now make it go fast!

Stachowicz, Bhorkar, Shah, Kostrikov, Levine. FastRLAP: A System for Learning High-Speed Driving via Deep RL and Autonomous Practicing. 2023.
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How far have we gotten?

Many robots

Many environments

Many tasks

Goal-conditioned

Fine-tunable

Many robots

Many environments

Many tasks

Goal-conditioned

Fine-tunable

Many robots

Many environments

Many tasks

Goal-conditioned

Fine-tunable

? General navigation models (GNM, FastRLAP)

Bridge data & pre-training for robots (PTR)

Bridge data & goal-conditioned RL (FLAP)



How robotic learning works now
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How robotic learning will work in the future

PR2 pancake 
model

WAM pancake 
model

UR10 box 
picking model

lipstick robot 
model

mousetrap… 
hand… shake… 

model??

Image credit: Simone Giertz

giant un/self-supervised 
pretrained robot model

“robot foundation model”

finetuning trash sorting 
model

What would it take to build 
such a general-purpose 
robot model?



RAIL
Robotic AI & Learning Lab

website: http://rail.eecs.berkeley.edu
source code: http://rail.eecs.berkeley.edu/code.html

http://rail.eecs.berkeley.edu/
http://rail.eecs.berkeley.edu/code.html

