Motivation
« The complexity of the software in Cyber-Physical Systems (CPS) is increasing RObUStﬂ ess G Uided TeSti ng and

almost exponentially with time. I . -
Verification for Cyber-Physical Systems
 Challenge: The recent multiple software related recalls of automobiles and

medical devices Indicate that the current software development methods may be Pl- Georgios Fainekos
Inadequate for safety critical software applications.

Auto-Test Generation for Perception in CPS

Main benefit of Requirements driven Simulation-

based testing: We know the ground truth!
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* | Foundational Challenge: Can we develop automated driving systems (ADS)
without clear requirements and specifications on system performance?
 How do we verify safety and evaluate performance without formal

requirements and standards? Falsification with model & code coverage

« How do we compare different designs?

System: Specification: Specification:
If xo € [—1,1]%\[0.85,0.95]% then Gio.2—@ A Gz —b G —an G —b
— . , , [0.2] [0,2]
Infamous case: The M SR X=x—y+0.1t where hare
y =y cos(2my)-xsin(2mx) + 0.1t O(a) = [-1.6,-1.4] x [-1.6.-1.4] O(@) = [-1.6,-1.4] X [-1.6,-1.4] x {B}
Uber ADS was never How terrible software design decisions led to Uber’s Else e o i O
designed to expect deadly 2018 crash = O(b) = [3.4,3.6] X [-1.6,-1.4] O(b) = [3.4,3.6] X [-1.6,-1.4] x {B}
jawalklng pedEStrlanS NTSB says the system "did not include consideration for jaywalking pedestrians.” y =—Xx+ y
Initial conditions:
[-1,1]x[-1,1]
« Formalizing requirements for known safety critical software recalls x02[0.85, 0. 95]2 %, € [0.85,0.95]
— 0 x € [0.85,0.95]? 0
—> /gg

G: Always (Globally); F: Eventually (Future); X: (Next) B s e 1 s s s s s

Vision: Supporting MBD at all stages

Requirements for perception systems _ _ rs— e |
| | | A generic conformance notion  Reatiremen SN |1 Testing forml
. Afor_mal logic (TQTL) for reasoning about the assumptions and guarantees ’ ‘ — specifications and

provided by perception systems in autonomous vehicles. In general, determining that the outputs of the Model and the Implementation are specification mining

Formal
9y y o . : : . : . 2. Conformance testing:
close enough’, i.e., conformant, is appllcatlon-dependent and relies on expertise. S,,pec'f'cq’rlons % System models, HIL/PIL or

Calibration
tuned /calibrated model

Example: Monitoring the quality of SqueezeDet object detection on KITTI data set

Implementation
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_. ya '""wn i 7 Complex C:@::> Hardware In 4. Specification analysis,
T ool b a7 1 PR B S A | Model the Loop (HIL) visualization and
Bl i -"ri f f it f f i gi | T i ﬁ. fHiHdNke SEEEEE debugging (inconsistencies,
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The data stream D does not 0.2 T | III | III | T | T |' " |' T |' | |
contailn an object classified as 0 10 20 30 40 50 80 70 80 80
cyclist in Frames 84 and 85 We propose (T,]/, 1, €)-closeness as a generic conformance notion. This notion is : :
propose (7., 7, £)-CIoSeNness as a gern nce S-TaLiRo Tool Suite
appropriate for continuous-time, discrete-time, and hybrid-time systems.
All the results have been implemented in the S-TaLiRo Tool Suite
(T,J,t,£)-closeness: Consider two trajectories y, and y’ of £ and X', respectively. Given T > :
0, ] >0,7>0,and e > 0, we say y and y’ are (T, ], , €)—close if: S-TaLIRo VILESHEGS MTL Spec ¢, Model 2,
Graphical User Interface Tool S-TaLiRo options l
I 7 For all (¢,j) in th rrofystt<Tandj< here exi ) in th rt of y’
Reqguirements for open world testing orall (t,j) Inthe supportof y s.t. t < Tand j =/, there exists (s, /) in the support of S TaliRo r—
\such that |t — s| < 7 and ||y(t,j) —y'(s,j)I| < & (and the symmetric notion) y yTET— I — Robustness Convex
Ch a”enge HOW dO we aVO|d ObVlOUS Robustness conformance ] COI’EFI);IE?(UOH Optimization
bad cases when testing ADS in open The largest (7, €) such that all trajectories of £ and %’ are (T, ]/, t, £)—close is the Minimum 1‘:“:"]9 B | "
o o o Robustness € | | xo, 0P robustness
One possibility: use Responsibility Sensitive . _ Conformance €1 ... ] _
Safety (RSS) Rules developed by Intel Property transfer between Compositionality Conformance Testing P p— UellRke
Mobileye* to capture safe driver behavior for (1. 8)-C|OS€ system S Distance Input parameter 6 _
/i ¢ Signals :
automated driving systems. , Estimated beervation g observation | | 4 1
Model 1 Model 2 B z1 Ny z(T £) 12 1 - Parameter trajectories trajectories 1 |
Example: Longitudinal Safety Safe Longitudinal Distance _ oy < _ ’ V1Y) ]l\. xo, u(t) [y1 -]
- - * i l Max movement yl — 1(x1) u) T,& y2 — 2 (xZ’ u) A
ReqU|rementS N STL Max movement Max movement while breaking g ~ V4 - -
before breaking while breaking < —> z — N(T,a) - z 2 ] - SyStem SlmUIator Englne
wﬁ‘é?p =G ((Slon /\X_ISlon) 0 onn) ) e, - H l_ ' H |_ 2 Falsifying Runtime observation trajectory y ProCEsSor
lon lon - . - & . X . . .
plon - . ?‘mni a,{,liq,b,gke N a,ﬁqf,b{)ake - 1 ¢ 2 ¢ / Trajectory Verification robustness y AHybI‘Id BSIackbox S;\Tuclllr;k _HaI;]jV\Gare- _in-the-
_ lon lon ynse 1ime winlle breaking wnile breakKin S > utomata ystems oge |n_t e- Oop IOO
- ((szon?op)(/(l;ﬁﬁm“/,\\i’;ﬁam)))) Theorem: If H; <;¢ H, and H, k¢ ¢, (p =| |= (p .
[p,+0)\“Ab,minBr f,maxBr then H]‘l:' |=08 [QD]T
* Shalev-Shwartz et. al., “On a formal model of safe and scalable self-driving cars,” arXiv:1708.06374v6, 2018 More information and pUbI ications: Www.tinyurl.com/ Staliro
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