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Overview Method EXPERIMENTS
SORNet: System Overview

Readout Networks

Spatial Relation Prediction on CLEVR-CoGenT

Predicate Classification on Leonardo

We propose SORNet: Spatial Object-centric 
Representation Network to learn object-centric 
embeddings that encode spatial relationships

SORNet generalizes zero-shot to scenes with unseen 
objects and different number of objects.

Training objects Testing objects

SORNet is trained only on classification of logical
predicates but captures continuous spatial relationships.

Training objective 
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Key Features

Canonical Object Views
≠

Objects in the input image

Permutation-invariant object embedding

Embedding Network

Number of outputs changes adaptively with number of inputs

Learned Attention


