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e Study the relationship
between dataset quality
and model robustness

*  Explore larger attack
spaces in real-world
scenarios
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2. Affine transformations: rotation,
translation, scaling, etc.
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Metrics:

1. Traditional: LP-norm

2. Image quality: SSIM

3. Transformation: F-norm

Adversarial examples
via transformations

Adversarial attack in broader attack spaces

Make sources public for
courses and research, with
particular efforts to include
students from
underrepresented groups

Support high school
outreach programs and
summer camps



