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Backdoor attacks train hidden rules into neural network models. It is a significant threat against neural
network models, but is also hard to detect due to inherent “diversity” of backdoor triggers in the physical
wortld. In this SaTC project, we study new, novel methods to defend against practical backdoor attacks,

and use backdoors to build strong defenses.

Focus 1: Physical world backdoor attacks
(physical object as triggers)

key question:
Can everyday physical
objects serve as triggers
in backdoor attacks?
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Attack success rates of physical triggers in facial recognition models trained on various architectures.

Physical backdoors [1]
* Highly effective attacks in the real world

* Break key assumptions made by SOTA
backdoor defenses, which are designed
and tested on djgital triggers

* Clear need for stronger defenses

Focus 2: Hidden rules (backdoors)
as defenses

) Choose Label(s) to Defend

b) Create/ Deploy Trapdoored Model
) Compute “signature” of Trapdoor
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[2] Deploying backdoors as honeypots for advetsarial examples
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[3] “cloaking” photos to protect against invasive facial recognition

* “Backdoor as a defense” is a new
concept for protecting DNN models
and user privacy

* Demonstrating similar concepts and
mechanisms in voice

Broader Impacts Education and Outreach

* Fawkes featured in NYTimes and * Supported student training that combines ML and security
global media (50+ soutces), binary

software downloads > 841K
https://sandlab.cs.uchicago.edu/fawkes

Integrated research projects in multiple courses in security,
mobile computing & HCI

Recruited 7 female UG researchers and 1 female HS student
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