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Scientific Impact: 

• Several papers published in top ML, 
system/hardware security conferences 
and journals.

• Key research outcomes have led to a new 
and active research direction in 
adversarial machine learning, i.e., 
adversarial weight attacks and defenses.

Solutions: 

• An end-to-end model bit flip attack via 
rowhammer that hijacks inference of ML 
models (USENIX Security’ 20).

• Novel algorithm to characterize the attack 
surface of ML model fault attacks with 
various adversarial objectives (TPAMI’ 21).

• The first memory fault attacks that 
compromise neural machine translation in 
NLP models (SEED’21).

• A binarization-aware training method to 
enhance the robustness of DNN models 
against model bit flip (CVPR’20).

Projects: SaTC-2019536 and SaTC-2019548. 
PIs: Fan Yao (University of Central Florida), 
Deliang Fan (Arizona State University).

SaTC: Small: Understanding and Taming Deterministic Model 
Bit Flip Attacks in Deep Neural Networks

Challenges: 

• How to model and characterize impacts of 
internal hardware fault attacks in modern 
machine learning (ML) models? 
• Can we make ML models inherently robust 

to deterministic bit flip? 
• How to combine algorithm-level mitigation 

with architecture/system protection 
mechanisms to offer holistic security against 
hardware-based ML model tampering? 

Broader Impact and Participation: 

• This project advances understandings of 
security of HW-based weight 
perturbations and proposes new SW/HW 
protections against them. This enables 
future research on secure and efficient 
ML systems against hardware-based 
model tampering. 

• Research outcomes have been integrated 
into graduate courses related to 
hardware and ML security offered at UCF 
in both ECE and CS departments. 

• Education and training on hardware 
security for AI have been offered to both 
masters and undergraduate students 
with internships and independent study.

ML model bit flip attack vectors

DRAM Rowhammer fault injections in model weights 

BFA-resistant model training
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Abstract

Recently, a new paradigm of the adversarial attack on

the quantized neural network weights has attracted great

attention, namely, the Bit-Flip based adversarial weight at-

tack, aka. Bit-Flip Attack (BFA). BFA has shown extraor-

dinary attacking ability, where the adversary can malfunc-

tion a quantized Deep Neural Network (DNN) as a random

guess, through malicious bit-flips on a small set of vulnera-

ble weight bits (e.g., 13 out of 93 millions bits of 8-bit quan-

tized ResNet-18). However, there are no effective defensive

methods to enhance the fault-tolerance capability of DNN

against such BFA. In this work, we conduct comprehensive

investigations on BFA and propose to leverage binarization-

aware training and its relaxation – piece-wise clustering as

simple and effective countermeasures to BFA. The experi-

ments show that, for BFA to achieve the identical predic-

tion accuracy degradation (e.g., below 11% on CIFAR-10),

it requires 19.3× and 480.1× more effective malicious bit-

flips on ResNet-20 and VGG-11 respectively, compared to

defend-free counterparts.

1. Introduction

As the Deep Neural Networks (DNNs) achieve human-
surpassing performance in multiple computer vision related
tasks, its applications in the real-world scenarios are grow-
ing rapidly. In such a scenario, the fault-tolerance capability
of the neural network is of great research interest for devel-
oping reliable neural networks against weak random fault
and even strong malicious attacks. A significant amount
of research effort has focused on DNNs being fooled by
human-imperceptible input noise, aka. adversarial example.
However, another vulnerable dimension of DNN is model
parameters, which has been barely investigated.

Owing to the enormous model size (hundreds of MBs for
state-of-the-art DNNs [9, 24]), modern DNN accelerators
(e.g., GPU) normally need to store the model parameters in
main memory, namely, Dynamic Random-Access-Memory
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Code is released at: https://github.com/elliothe/BFA
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(a) Concept illustration of quantized DNN under BFA.

(b) Accuracy vs. # bit-flips with/without defense.

Figure 1: The fault injection on the identified vulnerable
weight bits can be physically conducted by Row-Hammer
Attack (RHA) [19]. Meanwhile, the DNN under defense
has higher resistance against the malicious bit-flips.

(DRAM). Recent research advances have brought up the
vulnerability issue of data stored in DRAM, where Row-
Hammer Attack (RHA) [19] has been shown to maliciously
flip the memory bits in DRAM without being granted any
data write privileges, as depicted in Fig. 1. Unfortunately,
DNNs stored in DRAM with floating-point representation
can be easily hacked to fully malfunction, through single
bit-flip (e.g. in an exponential bit of any weight) through
RHA [8]. Thanks to the DNN weight quantization tech-
nique, DNN is more compact since the weights are repre-
sented in a fixed-point format with constrained representa-
tion. Such a representation has been proven to significantly
enhance the immunity of quantized DNN to such malicious
bit-flips in [8]. However, a newly proposed Bit-Flip Attack
(BFA) [17] whose progressive bit searching algorithm can
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