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Introduction

1. Autonomous robots have drawn increased attention in the construction industry as a potential means of

improving safety and productivity.

2. However, to ensure safe human-robot collaboration on unstructured and dynamic construction sites,

advanced detection of impending hazards with timely intervention should be achieved.

Figure 1. Construction Robots Being Developed in the World

Problems in current safety monitoring methods

Manual observation: costly and intermittent / Robots’ built-in functions: limited sensing range.

Potential alternative: computer vision-based safety monitoring

Economical implementation / continuous monitoring / wide sensing range.

Challenges facing with computer vision methods

1. Lack of holistic scene understanding (e.g., semantic relation shared between entities).

2. Lack of predictive scene understanding (e.g., future locations of entities).

3. Severe occlusions in real construction sites.

Objective: Holistic, and predictive safety monitoring using multi-source cameras, kinematic sensor,

computer vision and deep neural network.

Overview of Research Methods
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Figure 2. The Number of Struck-by Injuries

in U.S. Industries, 2011-2015, CPWR 2017

Semantic Relation Detection – Current Progress

One-stage recall@100: 88.89% & Two-stage recall@100:91.54%.

Figure 4. Semantic Relation Detection: Network Architecture & Test Examples

Average distance error: 0.49 meters & Final destination error: 0.86 meters.

Prediction length: 80 frames (2.67 seconds).

Figure 5. Path Prediction: Network Architecture & Test Examples

Path Prediction – Current Progress

Pose Estimation – Current Progress

Semantic Relation Detection Path Prediction Pose Estimation

GENERATOR DESCRIMNATOR

Hourglass network Generative adversarial network 

COMPUTER

VISION (2D/3D)

KINEMATIC

SENSOR

Multimodal sensors fusion

Average distance error: 4.06 cm in laboratory data and 71.84 pixels on real-site data

Figure 6. Pose Estimation: Framework & Test Examples
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Figure 3. Overview of Research Methods
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Px2Graph network (Newell and Deng 2017, NIPS 2017)

Feature extraction Localization Classification

Social GAN (Gupta et al. 2018, CVPR 2018)

Weekly-Supervised Net. (Zhou et al. 2017, ICCV 2017)

Conclusions

1. The models for semantic relation detection and path prediction can likely be enhanced through

successful architecture modification and fine-tuning for construction settings.

2. The method for pose estimation can likely be improved by developing a fusion algorithm that can

optimally integrate sensor-based and 3D vision-based pose estimation.

3. The outcomes from this research promise support for holistic and predictive safety monitoring in

construction. It will ultimately help to promote safer human-robot collaboration in unstructured and

dynamic construction sites.
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