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Scientific Impact: 
•Advance state-of-the-arts 
on autonomous systems, 
AI, security
•Translational to other 
domains involving deep 
learning and ubiquitous 
sensing

Solution: 
•Propose a comprehensive threat model of 
autonomous CPS, where adversarial attacks may 
be injected (i) from physical world, (ii) by hacking 
the software/hardware of sensors, and (iii) 
hacking the ARM processor that coordinates the 
communications
•Propose a series of security benchmarking and 
defense techniques

Challenge: 
•Multi-model sensing and 
deep learning based
perception and control 
form the backbone of 
autonomous CPS, but also 
bring in new security 
challenges.

Broader Impact: 
•Enhance economic opportunities via solutions 
that support adoption of AI into security-critical 
application domains
•Of interests to industrial companies and other 
government agencies
•Provide unique research training opportunities 
for graduate/undergraduate students, develop 
new courses
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2.2 CPS Research Focus
This project focuses on the core CPS research areas, especially, the CPS security involving autonomy, real-time
performance, and control. It provides solutions to confronting the new security challenges in the autonomous
cyber-physical systems heavily depending on deep learning algorithms for closing the loop of object detec-
tion/surveillance and advanced control. The proposed framework of security analysis and defense measures
against adversarial attacks, although designated for autonomous systems such as UAVs and AVs, can be transla-
tional to other application domains heavily involving deep learning/machine learning techniques such as smart
buildings/cities/transportation, medical devices, and 3D printing/additive manufacturing, where the machine
learning techniques expose new security challenges. This CPS project comprises breakthroughs in both tech-
nology and engineering dimensions for CPS research impacts. The technology research impact includes the
new security analysis tool taking into considerations of the principal CPS properties (real-time performance,
autonomy, and realistic scenario), defense measures deployed on DNN algorithms running in deep learning
specific hardware computing platforms (such as GPUs), and comprehensive understanding of the adversarial
attacks in CPS especially at the interface with environment. The engineering impact includes integration of
autonomy by deep learning and corresponding security analysis into CPS design, and development of a testbed
through simulation, hardware-in-the-loop validation and live platform implementation.

2.3 System Overview and Threat Model
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Figure 3: System overview of an autonomous system including the key cyber and
physical components.

Figure 3 illustrates the key
cyber and physical compo-
nents of an autonomous cyber-
physical system. It uses
the UAV as a demonstration,
and other autonomous sys-
tems such as autonomous cars
can also be decomposed sim-
ilarly. In Figure 3, the physi-
cal components include multi-
modal sensors such as camera,
RADAR, LiDAR, gyroscope,
and accelerometer, computing
devices such as NVIDIA GPU
used by advanced UAVs (e.g., the DJI Matrice 100 Drone) and ARM processor, Pixhawk flight controller,
and flight execution devices such as motor, servo, and actuator. These physical components interact with the
environment. The cyber components include DNN algorithms for object detection/surveillance and advanced
control, reactive (PID) flight control built in Pixhawk, as well as defense measures against adversarial attacks.
Through the ARM processor, the DNN algorithms receive (multimodal) sensing inputs collected by sensors,
and send advanced control commands to the Pixhawk flight controller, which further controls the flight execu-
tion devices. Here the object detection/surveillance in autonomous systems is different from the standard image
classification in that the former needs to recognize and track multiple objects simultaneously with real-time
performance. Sample object detection/surveillance algorithms/models include YoLo [22] and R-CNN [21].

Threat Model: We consider the adversarial attacks on DNNs, which are recognized as the most significant
security threat to the deep learning and AI systems [28–36, 58]. For autonomous cyber-physical systems,
adversarial attacks can be injected at different levels: (i) from the physical world such as a sticker on a stop
sign [29, 59], (ii) hacking the software/hardware of sensors especially the camera [60–65], and (iii) hacking
the ARM processor that coordinates the communications between sensors, computing device (mainly GPU),
and Pixhawk flight controller [66, 67]. The adversarial attacks are especially difficult to detect [45, 47, 57], so
those sensors and processors, even when contaminated, may still pass the validation tests.

For security analysis of the autonomous cyber-physical systems, even starting from white-box attacks,
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