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• Bringing inference to the edge 
can allow the large amounts 
of data to process in a timely 
manner

• Inference on the edge has 
some constraints:
• Limited memory (<10MB)
• Minimize Trusted 

Computing Base (TCB)
• Verification of results

• Large software stack grants several 
opportunities for attacks

• Vulnerabilities allow a third party to 
compromise private user data, such as 
voice and video recordings

• Emerging trend to standardize the 
lowest level of the ML software stack 
(i.e., TVM)

• TCB size is lower if the security 
boundary is lower in the ML software
stack

Untrusted Trusted Execution 
Environment (TEE)
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Transport encrypted image to the 
edge device from trusted IO

Build graph using TVM and lower 
it to ML primitives using VTA

Tile image to reduce memory 
consumption and transport to TEE

Decrypt data, execute primitive 
ML op on it, and hash chain op

Encrypt the results and transfer 
them to the untrusted kernel
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• Estimations from ResNet-18
• The overhead for the various security features is 

around 0.2s, or about 14% increase in time
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Build operator pipeline in cloud 
and compute hash chain

Future Work

• Refining the details for 
validating the Neural Network 
computation using hash 
chains

• Each primitive ML operator 
will have a unique identifier for 
the purposes of hash chain

• Cloud will remain agnostic of
the input data to the graph
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