
Sensor Measurements of a Distributed
Automotive System

Faults

Fault-tolerant Control Schemes
• Naive Averaging: Simply uses the arithmetic average of all the

different ways to estimate a parameter as its estimate.
• Averaging Without Maximum and Minimum: Input is very

similar to the naive averaging, except that the maximum
value and the minimum value are excluded in the calculating
the average values of each parameter.

• Kalman filter: Takes inputs from multiple sources to correct
the estimate from the previous time step, and then make a
prediction for the next step.

Design Approach
1. Automotive system (Platoon) integrated with fault

conditions and countermeasures is simulated.
2. Simulation information is collected (fuel performance & no

crashes).
3. Game between fault conditions and fault-tolerant control

schemes is established. Payoff matrix is prepared.
4. Z-test is conducted. Dominance strategies are identified.
5. Solution of the game is identified from dominance

strategies.
6. Solution is used to improve controller robustness.
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This project focuses on connected vehicle applications where
vehicles share information via dedicated short-range
communication (DSRC), with the goal of improving fuel efficiency
of the system and avoiding collision.
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Motivation
• Increasing the security of vehicles;
• Increasing the traffic throughput;
• Reducing fuel consumption and emission;
• Reducing the human failure and accident.

Scientific Impacts
• Potential improvement in traffic conditions, vehicle and

personal safety, and energy consumption.
• Collision avoidance.
• More security is valuable for car makers and auto insurances.
Broader Impacts
• General approach for distributed networked CPSs.
• This method makes CPSs more resilient and secure to cyber

attacks.
• Research data is useful for public and private agencies

responsible for providing infrastructure side of the
connected vehicle system.

Centralized Control Fuel Consumption (gallon/hour)DoS-Resilient Hybrid Controller for String-Stable
Connected Vehicles

Robust Control For Distributed Automotive
System

Local sensor measurements of C2 Data inputs to C2 via V2X 
communications

Cyber
• Denial of service
• Packet dropping
• Code/data insertion, etc.

Physical
• Sensor malfunctions.
• Actuator malfunctions

Radio jamming with
unknown strategy 

Energy and geography 
constrained

The attacker generates DoS with the purpose of disrupting the
network for the longest time possible.
Design a controller to be resilient to the longest possible sequence
of packet drop out, under certain performance constraints and
satisfying string stability.

Performance Requirements
The “networked-free” error dynamics must satisfy given
performance
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String Stability
String stability of the whole vehicle platoon can be studied as
input-output stability of the single vehicle.

Design Algorithm

Numerical Results
Comparison between tuning in [Ploeg ea CITS ‘11] 1 and tuning
with proposed approach.

Platoon of 11 vehicles with DoS attack: 5 drops / 1 successful.

Tuning as in [Ploeg ea CITS ‘11] 1 Tuning as the proposed approach 
1J. Ploeg et al., “Design and experimental evaluation of cooperative adaptive cruise control,” in 14th 
IEEE Intelligent Transportation Systems Conference, 2011.

CACC Performance Metrics

String stability defines how disturbance in the front of the platoon
propagates to the rear of the platoon for a given headway value ℎ.
A system is string stable if max 𝑇 𝑗𝜔 ≤ 1. The graphs below
shows string stability for different acceleraeon profiles under
different network condieons.

String Stability

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

h, sec

0.984

0.986

0.988

0.99

0.992

0.994

0.996

0.998

1

1.002

m
ax

 T
(j

)

step

linear

real

sin

us06

Figure 5.7: max ||T (j!)||H1 for CACC with NO packet loss scenario

5.2.2.2 Complete Outage

Situations where the wireless network fails completely is considered in this

section. Reasons for such failures could be a malfunctioning radio hardware, or a

jammer system working in the same channel used by the platoon for broadcasts. In

this case, the simulation works without wireless networks therefore the estimation of

acceleration of lead vehicle using relative distance and relative velocity measurements

become more relevant. This study allows us to understand the e�cacy of estimated

acceleration input to the platoon controller.

Figures 5.9 and 5.10 show the time of crash and stability criteria for di↵erent

values of h. The system is not stable below h = 1.5s which is still smaller compared

to the results of traditional ACC (Figure 5.5). This validates, within the basis of

the acceleration profiles used, the improvement to traditional ACC controller by im-

plementing the local estimation of lead vehicles acceleration. In this scenario, the
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Figure 5.12: Crash time for congested scenario
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Figure 5.13: max ||T (j!)||H1 for CACC in a congested scenario
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Figure 5.16: max ||T (j!)||H1 for CACC in malicious scenario

5.2.2.5 On-O↵

An on and o↵ like packet loss burst is simulated in this case. It is assumed

that the length of good packet burst is equal to the bad packet burst length (i.e.,

bL = gL). The length of the burst used in this scenario is given in Table 5.1. It can be

seen in Figure 5.18 that the most favorable time headway h is 1s. The acceleration

profiles used for the leader vehicle show that the platoon is not stable below h  1s.

Figure 5.20 shows the observed flows in crash free cases of the On-O↵ scenario.

5.2.2.6 Long Burst

Another simulated scenario concerning longer burst length with burst lengths

bl = 1000, gL = 300 packets. As seen in Figure 5.21, the platoon experience no

crashes for h � 1.5s and the stability criteria is also satisfied for the same value

of time headway. Similarly, Figure 5.23 illustrates the flows observed for di↵erent
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Traffic Flow
Traffic flow rate is calculated as the number of vehicles passing
over a point on the road per unit second. The following graphs
shows the effect of network congestion and DoS attacks on flow
rate for different desired headway values, ℎ.
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(a) Flow rate with Sinusoidal acceleration (b) Flow rate with Linear acceleration
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(c) Flow rate with Step acceleration (d) Flow rate US06 (real vehicle) acceleration
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(e) Flow rate with C2A (real) acceleration

Figure 5.8: Flow rates for di↵erent acceleration profiles with NO packet loss scenario
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(a) Flow rate with Sinusoidal acceleration (b) Flow rate with Linear acceleration
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(c) Flow rate with Step acceleration (d) Flow rate US06 (real vehicle) acceleration
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Figure 5.14: Flow rates for di↵erent acceleration profiles with congested scenario

92

0 50 100 150 200 250 300

time, sec

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

F
lo

w
 r

a
te

h = 0.2

h = 0.4

h = 0.6

h = 0.8

h = 1.0

h = 1.2

h = 1.5

h = 2.0

0 50 100 150 200 250 300

time, sec

0.2

0.4

0.6

0.8

1

1.2

1.4

F
lo

w
 r

a
te

h = 0.8

h = 1.0

h = 1.2

h = 1.5

h = 2.0
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Figure 5.17: Flow rates for di↵erent acceleration profiles with malicious scenario
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Results show the traffic flow rates are greatly impacted by network
impairment.

Dynamic headway assignment
Adapting headway values to network reliability yields improved
traffic flow under different network conditions.

Network Reliability Metric
Reliability metric of the communication network is defined as the
ratio of packets that were successfully received to the total
number of packets that were expected.

𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 = 1 −
𝑁6789:;
𝑁<=<79

Mitigation Strategies
The headway time value ℎ impacts the safe and efficient operation
of a CACC platoon. We define an adaptive ℎ value that adapts to
network reliability.
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Figure 6.6: Results with local dynamic headway controller in scenario with no packet
loss

118

0 50 100 150 200 250 300

time, sec

0

0.5

1

1.5

2

2.5

3

fl
o
w

 r
at

e

step

linear

sin

0 100 200 300 400 500 600

time, sec

0

0.5

1

1.5

2

2.5

3

fl
o
w

 r
a
te

us06

(a) Flow Rate (b) Flow Rate

0 200 400 600 800 1000 1200

time, sec

0

0.5

1

1.5

2

2.5

3

fl
o
w

 r
a
te

real

0 200 400 600 800 1000 1200

time, sec

0.4

0.6

0.8

1

1.2

1.4

1.6

ti
m

e 
h
ea

d
w

ay
 

step

linear

real

sin

us06

(c) Flow Rate (d) Average Dynamic Headway

Figure 6.7: Results with local dynamic headway controller in scenario with congestion
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Figure 6.9: Results with local dynamic headway controller in scenario with bg =
50, bL = 50 packets
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Adapting headway value ℎ improves traffic flow rate over using
fixed ℎ value under unexpected network conditions.


