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Summary: Avenues of Inquiry

1. What does security look like at the data collection, design, training, test, and inference phases?
a) Successful attacks exist at most of these levels.
b) Need new techniques for defense.
i.  Beyond adversarial training and defensive distillation
ii. Theoretical guarantees beyond L2 and Lp norms

2. How do we define metrics for secure Al?
a) Certified defenses in visual or other real-world norms e.g. malware must execute.
b) Mutual information for membership inference attacks

3. What can we formally prove about the security of Al?
a) Non-linear function approximation beyond RelLUs.
b) Beyond direct translation to Satisfiability Modulo Theories and Convex Optimization
c) Neuro-symbolic Al

d) Autonomy vs. data analytics

4. Is Al security different from traditional software and hardware security?
a) Silent errors and the need for explainability in Al e.g. methods for time series.



A Promising Direction: Secure Neurosymbolic Al

"The car assumed that the bus would yield when it attempted to merge

back into traffic"
[1] A Google self-driving car caused a crash for the first time.
http://www.theverge.com/2016/2/29/11134344/google-self-driving-car-crash-report. (2016).

Neural Representation

~ Symbolic
"" S ’}’}) % . ‘;;‘f \ _@ g’” \\ output layer Representaﬁon
% /‘ N § :','l “ 47
ogj‘%‘”’ i ‘%\Q%,,ﬁw&\ =L
e e e
g’% . "9"\ \“50 )’.é TR i 0"“' Av 2 ::.:?'f

/{.'e.-Om ,ss Xk v-ozv .@ Ry ens B "The camera failed to recognize the white truck against a
"é‘ w"\ gyﬁ:\\ %”/%9 Q‘e’ '\‘% 2 :s‘. & &

/ ,,ae xs‘ ﬁ\\ % \ ,, %’x’ bright sky*
i‘% ‘A s&’\.‘\ ," [2] Understanding the fatal Tesla accident on Autopilotand the
_:__ é”;/:?~ é’;’v \%’7// NHTSA probe. | |
"Efj £ >N https://electrek.co/2016/07/01/understanding-fatal-tesla-accident-

autopilot-nhtsa-probe/. (2016).



https://electrek.co/2016/07/01/understanding-fatal-tesla-accident-

	Security for AI Breakout Session Slides
	The Need for Secure AI
	Summary: Avenues of Inquiry
	A Promising Direction: Secure Neurosymbolic AI

