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Reinforcement Learning and Safety
• Reinforcement Learning (RL) addresses the problem of learning to 

control unknown systems by explicitly considering their inherent 
dynamical structure 
• Control policy for any real-world systems should maintain some 

necessary safety criteria to avoid undesirable outcomes
• Avoid collisions, avoid falling down, avoid blackouts
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• Standard RL algorithms typically focus on a single objective of 
maximizing the value function (expected cumulative reward) 
• Standard RL algorithms may violate the necessary safety constraints and 

can lead to disastrous consequences
• How do we learn RL algorithms that maximize the objective while 

satisfying the safety requirements?



Safe RL Algorithms with Provable Guarantess
• Objective: Learn a safe policy with minimum number of online samples, 

with provable guarantees on performance
• Contributions: 
• RL algorithms that minimize the safety constraint violations while learning the 

optimal safe policy
• Provable guarantees on the performance, characterized in terms of the sample 

complexity of the algorithms
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